Selection of optimal AR spectral estimation method for EEG signals using Cramer–Rao bound

Abdulhamit Subasi*

Department of Electrical and Electronics Engineering, Kahramanmaras Sutcu Imam University, 46601 Kahramanmaras, Turkey

Received 7 June 2005; received in revised form 27 September 2005; accepted 21 December 2005

Abstract

Electroencephalography is an essential clinical tool for the evaluation and treatment of neurophysiologic disorders related to epilepsy. Careful analyses of the electroencephalograph (EEG) records can provide valuable insight and improved understanding of the mechanisms causing epileptic disorders. The detection of epileptiform discharges in the EEG is an important element in the diagnosis of epilepsy. In this study, EEG signals recorded from 30 subjects were processed using autoregressive (AR) method and EEG power spectra were obtained. The parameters of autoregressive method were estimated by different methods such as Yule-Walker, covariance, modified covariance, Burg, least squares, and maximum likelihood estimation (MLE). EEG spectra were then used to analyze and characterize epileptiform discharges in the form of 3-Hz spike and wave complexes in patients with absence seizures. The variations in the shape of the EEG power spectra were examined in order to obtain medical information. These power spectra were then used to compare the applied methods in terms of their frequency resolution and determination of epileptic seizure. The Cramer–Rao bounds (CRB) were derived for the estimated AR parameters of the EEG signals and the performance evaluation of the estimation methods was performed using the CRB values. Finally, the optimal AR spectral estimation method for the EEG signals was selected according to the computed CRB values. According to the computed CRB values, the performance characteristics of the MLE AR method was found extremely valuable in EEG signal analysis.
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1. Introduction

About 1% of the people in the world suffer from epilepsy and 30% of epileptics are not helped by medication [1]. Research is needed for better understanding of the mechanisms causing epileptic disorders. Careful analyses of the electroencephalograph (EEG) records can provide valuable insight into this widespread brain disorder. The detection of epileptiform discharges occurring in the EEG between seizures is an important component in the diagnosis of epilepsy. In this work, autoregressive (AR) methods were used to analyze epileptiform discharges in recorded brain waves (EEG) from patients with absence seizures (petit mal). Absence seizure is one of the main types of generalized seizures and the underlying pathophysiology is not completely understood. Neurologists make an absence seizure epileptic diagnosis primarily through visual identification of a 3-Hz spike and wave complex [1–3].

An EEG contains a wide range of frequency components. However, the range of clinical and physiological interests is between 0.5 and 30 Hz. This range is divided into a number of frequency bands as follows [4]:

Delta (0.5–4 Hz): Delta rhythms are slow brain activities preponderant only in deep sleep stages of normal adults. Otherwise, they suggest disease.

Theta (4–8 Hz): This EEG frequency band exists in normal infants and children as well as during drowsiness and sleep in adults. Only a small amount of theta rhythms appears in the normal waking adult. Presence of high theta activity in awake adults suggests pathological conditions.

Alpha (8–13 Hz): Alpha rhythms exist in normal adults during relaxed and mentally inactive awakeness. The amplitude is mostly less than 50 μV and appears most prominent in the
occipital area. Alpha rhythms are blocked by opening the eyes (visual attention) and other mental efforts such as thinking.

Beta (13–30 Hz): Beta activity is mostly marked in fronto-central region with less amplitude than alpha rhythms. It is enhanced by expectancy states and tension.

Since there is no single criterion evaluated by the experts, visual analysis of EEG signals in time domain may be insufficient. Therefore, some automation and computer techniques have been used for this aim. Since the early days of automatic EEG processing, representations based on a Fourier transform have been mostly commonly applied. This approach is based on earlier observations that the EEG spectrum contains some characteristic waveforms. A number of spectral estimation methods have recently been developed and compared to the more standard fast Fourier transform (FFT) method have been studied in the literature [5–9]. AR spectra can be computed by different algorithms such as the Burg method and Yule-Walker method [5–12].

A number of spectral estimation techniques have been developed recently for EEG signal processing. The AR method is the most frequently used among model-based (parametric) methods, since the estimation of the parameters in the AR signal models is a well-established topic and the estimates are found by solving linear equations of the system. The parameters of the AR method can be estimated by using different estimation methods such as Yule-Walker, covariance, modified covariance, Burg, least squares, and maximum likelihood estimation (MLE) [5–12].

In this study, EEG signals were obtained from 30 subjects, 5 with epilepsy and 25 controls. The rest of them had been healthy subjects, were examined by taking into consideration of their power spectral densities (PSDs). The PSDs of the EEG signals were obtained by different parametric methods. The AR parameters were estimated by Yule-Walker, covariance, modified covariance, Burg, least squares, and MLE methods. We provided detailed analysis of the EEG signals; hence spectral distributions of these signals were visualized. These parametric estimation methods were compared in terms of their frequency resolution and the effects in epileptic seizure detection. The Cramer–Rao bounds (CRBs) were derived for the estimated AR parameters and the performance evaluation was performed by using CRB values. According to the computed CRB values, the optimal AR spectral estimation method was selected for the EEG signals.

2. Materials and methods

2.1. EEG data acquisition and representation

Scalp EEG signals are synchronous discharges from cerebral neurons detected by electrodes attached to the scalp. Epileptic seizure is an abnormality in EEG recordings and characterized by brief and episodic neuronal synchronous discharges with dramatically increased amplitude. This anomalous synchrony may occur in the brain locally (partial seizures) which is seen only in a few channels of the EEG signal, or involving the whole brain (generalized seizures) which is seen in every channel of the EEG signal. Four channels of EEG (F7-C3, F8-C4, T5-O1 and T6-O2) recorded from a healthy subject is shown in Fig. 1 and a patient with absence seizure epileptic discharge is shown in Fig. 2.

Currently, analysis of the recorded EEG data is performed primarily by neurologists through visual inspection. Most studies on the characteristics of the 3-Hz spike and slow wave complex have been based on simple visual inspection of data recorded for different channels. EEG signals for both healthy and unhealthy cases were recorded from subjects under relaxation, with their eyes closed. The recording conditions followed Guideline 7 of the American EEG Society and electrodes were placed according to the International 10–20 system. The signals were digitized and transferred to the PC using 12-bit AD converter, storage-sampling rate at 200 Hz.

Two neurologists with experience in the clinical analysis of EEG signals separately inspected every recording included in this study to score epileptic and normal signals. Each event was filed on the computer memory and linked to the tracing with its start and duration. These were then revised by the two experts jointly to solve disagreements and set up the training set for the program, consenting to the choice of threshold for the epileptic seizure detection. The agreement between the two experts was evaluated as the rate between the numbers of epileptic seizures that had been overlooked by all during the first pass and marked them as definite or possible. Nevertheless, a preliminary analysis was carried out solely on events in the whole set, as each stage in these sets had a definite start and duration.

2.2. Cramer–Rao bound

Since the parameter estimates which are obtained by the estimators having lower variance will be close to the actual values, the parameter estimation method having the lowest variance should be selected for parameter estimation. Cramer–Rao bound can be defined as selection of the estimation method having the lowest variance. Since all information is in material form in the observed data and the underlying probability density function (PDF) for the data, the estimator accuracy depends directly on the PDF. In determination of CRB, PDF of the observed data is defined as the function of the unknown parameter and is referred to as likelihood function: \( p(x; \theta) \), where \( \theta \) denotes the vector of unknown parameters \( \theta = [\theta_1, \theta_2, \ldots, \theta_p]^T \). Then the log-likelihood function is determined. To obtain the CRB, the well-known formula which states that the elements of the Fisher information matrix is used,

\[
[I(\theta)]_{ij} = - E \left[ \frac{\partial^2 \ln p(x; \theta)}{\partial \theta_i \partial \theta_j} \right], \quad i = 1, 2, \ldots, p, \\
\quad j = 1, 2, \ldots, p, 
\] (1)
where $I(\theta)$ is Fisher information matrix with the dimension of $p \times p$.

The CRB is the inverse of the Fisher information matrix,

$$\text{var}(\hat{\theta}_i) \geq [I^{-1}(\theta)]_{ii}. \quad (2)$$

Thus, to evaluate the Fisher information matrix, the derivatives of the log-likelihood function are computed with respect to the various parameters of interest and their expected values are taken [10,13–15].

2.3. AR method for spectral analysis

The model-based (parametric) methods are based on modeling the data sequence $x(n)$ as the output of a linear system characterized by a rational structure. In the model-based
methods, the spectrum estimation procedure consists of two steps. The parameters of the model-based method are estimated from a given data sequence \( x(n), 0 \leq n \leq N - 1 \). Then, the PSD estimate is computed from these estimates. Since the estimation of AR parameters can be done easily by solving linear equations, the AR method is the most frequently used parametric method. In the AR method, data can be modeled as output of a causal, all-pole, discrete filter whose input is white noise. The AR method of order \( p \) is expressed as the following equation:

\[
x(n) = - \sum_{k=1}^{p} a(k)x(n-k) + w(n),
\]

where \( a(k) \) are the AR coefficients and \( w(n) \) is white noise of variance equal to \( \sigma^2 \). The AR(\( p \)) model can be characterized by the AR parameters \( \{a[1], a[2], \ldots, a[p], \sigma^2\} \). The PSD is

\[
P_{AR}(f) = \frac{\sigma^2}{|A(f)|^2},
\]

where \( A(f) = 1 + a[1]e^{-j2\pi f} + \cdots + a[p]e^{-j2\pi fp} \).

In order to obtain stable and most suitable AR method, some factors must be taken into consideration such as selection of the model order, the length of the signal which will be modeled, and the level of stationary of the data [5–16].

Because of the good performance and the computational efficiency of the AR spectral estimation methods, a lot of estimation methods are widely used in practice. The AR spectral estimation methods are based on estimation of either the AR parameters or the reflection coefficients. Apart from the MLE which is based on maximizing the likelihood function, all the model based estimation techniques estimate the parameters by minimizing an estimate of the prediction error power.

### 2.3.1. Yule-Walker method

In the Yule-Walker method, the AR parameters are estimated by minimizing an estimate of prediction error power,

\[
\hat{\rho} = \frac{1}{N} \sum_{n=-\infty}^{\infty} \left( x(n) + \sum_{k=1}^{p} a(k)x(n-k) \right)^2.
\]

The samples of the \( x(n) \) process which are not observed (i.e., those not in the range \( 0 \leq n \leq N - 1 \)) are set equal to zero in Eq. (5). The estimated prediction error power is minimized by differentiating Eq. (5) with respect to the real and imaginary parts of the \( a(k) \)'s. This may be done by using the complex gradient to yield

\[
\frac{1}{N} \sum_{n=-\infty}^{\infty} \left( x(n) + \sum_{k=1}^{p} a(k)x(n-k) \right) x^*(n-l) = 0, \quad l = 1, 2, \ldots, p.
\]

In matrix form this set of equations becomes

\[
\begin{bmatrix}
\hat{\rho}(1) \\
\vdots \\
\hat{\rho}(p)
\end{bmatrix} + \begin{bmatrix}
\hat{\rho}(0) & \cdots & \hat{\rho}(-p+1) \\
\vdots & \ddots & \vdots \\
\hat{\rho}(p-1) & \cdots & \hat{\rho}(0)
\end{bmatrix} \begin{bmatrix}
\hat{a}(1) \\
\vdots \\
\hat{a}(p)
\end{bmatrix} = \begin{bmatrix}
0 \\
\vdots \\
0
\end{bmatrix}
\]

or

\[
\hat{\rho} + \hat{R}_\rho \hat{a} = 0,
\]

where

\[
\hat{R}_\rho = \frac{1}{N} \sum_{n=0}^{N-1-k} x(n) x(n+k),
\]

\[
\hat{\rho}(k) = \begin{cases}
\frac{1}{N} \sum_{n=0}^{p} x(n)x(n-k), & k = 0, 1, \ldots, p, \\
\frac{1}{N} \sum_{n=-p}^{-p+2} x(n)x(n-k), & k = (-p+1), (-p+2), \ldots, -1.
\end{cases}
\]

From Eq. (7) the AR parameter estimates are found as

\[
\hat{a} = -\hat{R}_\rho^{-1}\hat{\rho}.
\]

The estimate of the white noise variance \( \sigma^2 \) is found as \( \hat{\rho}_{\text{min}} \), which is given by

\[
\hat{\sigma}^2 = \hat{\rho}_{\text{min}} = \frac{1}{N} \sum_{n=-\infty}^{\infty} \left| x(n) + \sum_{k=1}^{p} \hat{a}(k)x(n-k) \right|^2.
\]

The final result is found by using Eq. (6),

\[
\hat{\sigma}^2 = \hat{\rho}(0) + \sum_{k=1}^{p} \hat{a}(k)\hat{\rho}(-k).
\]

From the estimates of the AR parameters, PSD estimation is formed as [16–18]

\[
\hat{P}_{\text{YW}}(f) = \frac{\hat{\sigma}^2}{\left| 1 + \sum_{k=1}^{p} \hat{a}(k)e^{-2\pi kf} \right|^2}.
\]

### 2.3.2. Covariance method

For complex data, a similar estimator may be found by minimizing the estimate of the prediction error power,

\[
\hat{\rho} = \frac{1}{N-p} \sum_{n=p}^{N-1} \left| x(n) + \sum_{k=1}^{p} a(k)x(n-k) \right|^2.
\]

The only difference between the covariance method and the autocorrelation method is the range of summation in the prediction error power estimate. In the covariance method all the data points needed to be computed from observed \( \hat{\rho} \). It is not necessary to take the same part of the data equal to zero. The minimization of Eq. (12) may be effected by applying the complex gradient to yield the AR parameter estimates as the solution of the equations,

\[
\begin{bmatrix}
c(1,0) \\
\vdots \\
c(p,0)
\end{bmatrix} + \begin{bmatrix}
c(1, 1) & \cdots & c(1, p) \\
\vdots & \ddots & \vdots \\
c(p, 1) & \cdots & c(p, p)
\end{bmatrix} \begin{bmatrix}
\hat{a}(1) \\
\vdots \\
\hat{a}(p)
\end{bmatrix} = \begin{bmatrix}
0 \\
\vdots \\
0
\end{bmatrix}
\]

or

\[
c(p) + C_p \hat{\rho} = 0,
\]

where

\[
c(j, k) = \frac{1}{N-p} \sum_{n=p}^{N-1} x^*(n-j)x(n-k).
\]
From Eq. (13) the AR parameter estimates are found as
\[ \hat{a} = -C_p^{-1} c_p. \]  
(14)

The white noise variance is estimated as
\[ \hat{\sigma}^2 = \hat{\rho}_{\text{min}} = c(0, 0) + \sum_{k=1}^{p} \hat{a}(k)c(0, k). \]  
(15)

From the estimates of the AR parameters, PSD estimation is formed as \([10,16–18]\]
\[ \hat{P}_{\text{COV}}(f) = \frac{\hat{\sigma}^2}{|1 + \sum_{k=1}^{p} \hat{a}(k)e^{-2\pi fk}|^2}. \]  
(16)

### 2.3.3. Modified covariance method

For an AR\(p\) process the optimal forward predictor is
\[ \hat{x}(n) = -\sum_{k=1}^{p} a(k)x(n-k), \]  
(17)
while the optimal backward predictor is
\[ \hat{x}(n) = -\sum_{k=1}^{p} a^*(k)x(n+k), \]  
(18)
where the \(a(k)\)'s are the AR parameters. In each case the minimum prediction error power is just the white noise variance \(\sigma^2\). The modified covariance method estimates the AR parameters by minimizing the average of the estimated forward and backward prediction error powers,
\[ \hat{\rho} = \frac{1}{2} (\hat{\rho}^f + \hat{\rho}^b), \]  
(19)
where
\[ \hat{\rho}^f = \frac{1}{N-p} \sum_{n=p}^{N-1} \left| x(n) + \sum_{k=1}^{p} a(k)x(n-k) \right|^2, \]
\[ \hat{\rho}^b = \frac{1}{N-p} \sum_{n=0}^{N-1-p} \left| x(n) + \sum_{k=1}^{p} a^*(k)x(n+k) \right|^2. \]

As in the case of covariance method, the summations are more than the prediction errors that involve observed data samples. Minimization of Eq. (19) can be done by applying the complex gradient to yield
\[ \frac{\partial \hat{\rho}}{\partial a(l)} = \frac{1}{N-p} \left[ \sum_{n=p}^{N-1} \left( x(n) + \sum_{k=1}^{p} a(k)x(n-k) \right) x^*(n-l) \right. \]
\[ + \left. \sum_{n=0}^{N-1-p} \left( x^*(n) + \sum_{k=1}^{p} a(k)x^*(n+k) \right) x(n+l) \right] = 0, \quad l = 1, 2, \ldots, p. \]  
(20)

After some simplification, the equation becomes
\[ \sum_{k=1}^{p} \hat{a}(k) \left( \sum_{n=p}^{N-1} x(n-k)x^*(n-l) \right. \]
\[ + \left. \sum_{n=0}^{N-1-p} x^*(n+k)x(n+l) \right) \]
\[ = - \left( \sum_{n=p}^{N-1} x(n)x^*(n-l) + \sum_{n=0}^{N-1-p} x^*(n)x(n+l) \right), \]
\[ l = 1, 2, \ldots, p \]  
(21)
or in matrix form,
\[ \begin{bmatrix} c(1,0) \\ \vdots \\ c(p,0) \end{bmatrix} + \begin{bmatrix} c(1,1) & \cdots & c(1,p) \\ \vdots & \ddots & \vdots \\ c(p,1) & \cdots & c(p,p) \end{bmatrix} \begin{bmatrix} \hat{a}(1) \\ \vdots \\ \hat{a}(p) \end{bmatrix} = \begin{bmatrix} 0 \\ \vdots \\ c_p + C_p \hat{a} \end{bmatrix}. \]  
(22)

where
\[ c(j, k) = \frac{1}{2(N-p)} \left( \sum_{n=p}^{N-1} x^*(n-j)x(n-k) \right. \]
\[ + \left. \sum_{n=0}^{N-1-p} x(n+j)x^*(n+k) \right). \]

From Eq. (22) the AR parameter estimates are found as
\[ \hat{a} = -C_p^{-1} c_p. \]  
(23)

The estimate of the white noise variance is
\[ \hat{\sigma}^2 = \hat{\rho}_{\text{min}} = \frac{1}{2(N-p)} \left[ \sum_{n=p}^{N-1} x(n) + \sum_{k=1}^{p} \hat{a}(k)x(n-k) \right. \]
\[ \times \left. x^*(n) + \sum_{n=0}^{N-1-p} \left( \sum_{k=1}^{p} \hat{a}(k)x^*(n+k) \right) x(n) \right]. \]

where Eq. (20) has been used, and finally,
\[ \hat{\sigma}^2 = c(0,0) + \sum_{k=1}^{p} \hat{a}(k)c(0,k). \]  
(24)

It is observed that the modified covariance method is identical to the covariance except for the definition of \(c(j, k)\), the autocorrelation estimator. From the estimates of the AR parameters, PSD estimation is formed as \([10,16–18]\]
\[ \hat{P}_{\text{MCOV}}(f) = \frac{\hat{\sigma}^2}{|1 + \sum_{k=1}^{p} \hat{a}(k)e^{-2\pi fk}|^2}. \]  
(25)
2.3.4. Burg method

The Burg method is based on minimization of the forward and backward prediction errors and estimation of the reflection coefficient. The forward and backward prediction errors for a pth-order model are defined as

\[
\hat{e}_{f,p}(n) = x(n) - \sum_{i=1}^{p} \hat{a}_{p,i} x(n - i), \quad n = p + 1, \ldots, N,
\]

\[
\hat{e}_{b,p}(n) = x(n - p) + \sum_{i=1}^{p} \hat{a}_{p,i}^* x(n - p + i),
\]

\[
n = p + 1, \ldots, N.
\]

(26)

The AR parameters are related to the reflection coefficient \( \hat{k}_p \) can be denoted as

\[
\hat{a}_{p,i} = \{ \hat{a}_{p-1,i} + \hat{k}_p \hat{a}_{p-1,p-i}, \quad i = 1, \ldots, p - 1, \}
\]

\[
\hat{a}_{p,p} = \hat{k}_p,
\]

\[
i = p.
\]

(27)

The Burg method considers the recursive-in-order estimation of \( \hat{k}_p \) given that the AR coefficients for order \( p - 1 \) have been computed. The reflection coefficient estimate is given by

\[
\hat{k}_p = \frac{-2\sum_{n=p+1}^{N} \hat{e}_{f,p-1}(n) \hat{e}_{b,p-1}(n-1)}{\sum_{n=p+1}^{N} |\hat{e}_{f,p-1}(n)|^2 + |\hat{e}_{b,p-1}(n-1)|^2}.
\]

(29)

The prediction errors satisfy the following recursive-in-order expressions:

\[
\hat{e}_{f,p}(n) = \hat{a}_{p-1,1} + \hat{k}_p \hat{a}_{p-1,p-1},
\]

\[
\hat{e}_{b,p}(n) = \hat{e}_{b,p-1}(n-1) + \hat{k}_p \hat{e}_{f,p-1}(n),
\]

\[
\hat{e}_{f,p}(n) = \hat{e}_{f,p-1}(n-1),
\]

\[
\hat{e}_{b,p}(n) = \hat{e}_{b,p-1}(n-1) + \hat{k}_p \hat{e}_{f,p-1}(n),
\]

\[
\text{and these expressions are used to develop a recursive-in-order algorithm for estimating the AR coefficients. From the estimates of the AR parameters, PSD estimation is formed as [10,16–18]}
\]

\[
\hat{P}_{BURG}(f) = \frac{\hat{e}_p}{|1 + \sum_{k=1}^{p} \hat{a}_p(k) e^{-j2\pi fk}|^2},
\]

\[
\text{where } \hat{e}_p = \hat{e}_{f,p} + \hat{e}_{b,p} \text{ is the total least squares error.}
\]

(32)

2.3.5. Least squares method

Linear prediction of the AR method is to predict the unobserved data sample \( x(n) \) based on the observed data samples \{x(n - 1), x(n - 2), \ldots, x(n - p)\},

\[
\hat{x}(n) = -\sum_{k=1}^{p} \hat{a}_k x(n - k),
\]

\[
\text{the prediction coefficients } \{\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_p\} \text{ are chosen to minimize the power of the prediction error } e(n):
\]

\[
\rho = E(|e(n)|^2) = E(|x(n) - \hat{x}(n)|^2).
\]

(33)

(34)

For minimizing \( \rho \) the orthogonality principle is used,

\[
r(k) = -\sum_{i=1}^{p} \hat{a}_i r(k - l), \quad k = 1, 2, \ldots, p,
\]

\[
\rho_{\text{min}} = r(0) + \sum_{k=1}^{p} \hat{a}_k r(-k),
\]

where \( \hat{a}_k = a[k] \) for \( k = 1, 2, \ldots, p \) and \( \rho_{\text{min}} = \sigma^2 \).

Given a finite set of data samples \{x(n)\}_{n=1}^{N}, minimum of \( E(|e(n)|^2) \) is calculated with respect to \( \hat{a}_k \) \( (k = 1, 2, \ldots, p) \).

\[
f(z) = E(|e(n)|^2) = \sum_{n=N_1}^{N_2} |e(n)|^2
\]

\[
= \sum_{n=N_1}^{N_2} x(n) + \sum_{k=1}^{p} \hat{a}_k x(n - k), \quad k = 1, 2, \ldots, p
\]

\[
= \left[\begin{array}{c}
\sum_{n=N_1}^{N_2} x(n) \\
\sum_{n=N_1}^{N_2} x(n + 1) \\
\vdots \\
\sum_{n=N_1}^{N_2} x(n + N - 1)
\end{array}\right] z^T
\]

\[
= \|x + Xz\|^2.
\]

(37)

The vector \( z \) that minimizes \( f(z) \) is given by

\[
\hat{z} = -(X^*X)^{-1}(X^*x),
\]

(38)

As seen from Eq. (37) the definitions of \( X \) and \( x \) depend on the choice of \( (N_1, N_2) \). The most common choices \( N_1 \) and \( N_2 \) are:

(i) \( N_1 = 1, N_2 = N + p \) and this choice yields the Yule-Walker method; (ii) \( N_1 = p + 1, N_2 = N \) and this choice of \( (N_1, N_2) \) yields the covariance method.

By substitution, autocorrelation function estimates \{\hat{r}(k)\}_{k=0}^{p} \text{ and } \hat{z} \text{ in Eq. } (36) \hat{\rho}_{\text{min}} \text{ are obtained,}

\[
\hat{\rho}_{\text{min}} = \hat{r}(0) + \sum_{k=1}^{p} \hat{a}_k r(-k),
\]

(39)

From the estimates of the AR parameters, PSD estimation is formed as [10,16–18]

\[
\hat{P}_{LS}(f) = \frac{\hat{\rho}_{\text{min}}}{|1 + \sum_{k=1}^{p} \hat{a}_p(k)e^{-j2\pi fk}|^2}.
\]

(40)

2.3.6. Maximum likelihood estimation method

If the MLE of a parameter exists under regular conditions, it is consistent, asymptotically unbiased, efficient, and normally distributed. Likelihood function of \{x \sim N(0, C(\theta))\} Gaussian random process is expressed as

\[
p(x; \theta) = \frac{1}{(2\pi)^{N/2}\det^{1/2}(C(\theta))} \exp \left[-\frac{1}{2} x^TC^{-1}(\theta)x\right].
\]

(41)
The logarithm of Eq. (41) equals to log-likelihood function,
\[
\ln p(x; \theta) = -\frac{N}{2} \ln 2\pi - \frac{N}{2} \int_{-1/2}^{1/2} \left[ \ln P(f) + \frac{I(f)}{P(f)} \right] df,
\]
where \( I(f) \) is periodogram of the data,
\[
I(f) = \frac{1}{N} \left\{ \sum_{n=0}^{N-1} x(n) \exp(-j2\pi fn) \right\}^2.
\]
The MLE of \( \theta \) is obtained by calculating the maximum of Eq. (42). After required calculations and derivations, the estimated autocorrelation function is obtained as the following:
\[
\hat{r}(k) = \left\{ \frac{1}{N} \sum_{n=0}^{N-1-|k|} x(n)x(n+|k|), \quad |k| \leq N-1, \right. \\
\left. 0, \quad |k| > N. \right.
\]

The set of equations to be solved for the MLE of AR parameters,
\[
\sum_{l=1}^{p} \hat{a}(l)\hat{r}(k-l) = -\hat{r}(k), \quad k = 1, 2, \ldots, p,
\]
or in matrix form
\[
\begin{bmatrix}
\hat{r}(0) & \hat{r}(1) & \cdots & \hat{r}(p-1) \\
\hat{r}(1) & \hat{r}(0) & \cdots & \hat{r}(p-2) \\
\vdots & \vdots & \ddots & \vdots \\
\hat{r}(p-1) & \hat{r}(p-2) & \cdots & \hat{r}(0)
\end{bmatrix}
\begin{bmatrix}
\hat{a}(0) \\
\hat{a}(1) \\
\hat{a}(2) \\
\vdots \\
\hat{a}(p)
\end{bmatrix}
= -
\begin{bmatrix}
\hat{r}(1) \\
\hat{r}(2) \\
\vdots \\
\hat{r}(p)
\end{bmatrix}
\]
Eq. (44) is equal to the estimated Yule-Walker equations and the MLE of AR parameters are calculated from this equation. Then the MLE of \( \sigma^2 \) is found,
\[
\hat{\sigma}^2 = \hat{r}(0) + \sum_{k=1}^{p} \hat{a}(k)\hat{r}(k).
\]
These estimated parameters are used to compute the AR PSD as [8,10,16–18]
\[
\hat{P}_{\text{MLE}}(f) = \frac{\hat{\sigma}^2}{\left| 1 + \sum_{k=1}^{p} \hat{a}(k)e^{-j2\pi fk} \right|^2}.
\]

### 2.3.7. Selection of AR model orders

One of the most important aspects of the model-based methods is the selection of the model order. Much work has been done by various researchers on this problem and many experimental results have been given in the literature [16–18]. One of the better known criteria for selecting the model order has been proposed by Akaike [19], called the Akaike information criterion (AIC), and is based on selecting the order that minimizes Eq. (47) for the AR method:
\[
\text{AIC}(p) = \ln \hat{\sigma}^2 + 2p/N,
\]
where \( \hat{\sigma}^2 \) is the estimated variance of the linear prediction error. Note that the term \( \ln \hat{\sigma}^2 \) decreases and therefore \( \ln \hat{\sigma}^2 \) also decreases as the order of the AR method is increased. However, in Eq. (47) \( 2p/N \) increases with an increase in \( p \). In this situation, a minimum value is obtained for some \( p \) in Eq. (47) [10,19] and in this study, model order of the AR method was taken as 9 by using Eq. (47).

### 3. Results and discussion

Diagnosing epilepsy is a difficult task requiring observation of the patient, an EEG, and gathering of additional clinical information. In this work, we have proposed different model-based AR methods to compute PSDs of EEG signals. The EEG signals are usually interpreted by examining their spectral content. Diagnosis and disease monitoring are assessed by analysis of spectral shape and parameters. During evaluation of epilepsy problems, frequency content and bandwidth parameters can be used for the detection of an epileptic seizure. EEG power spectra describe the distribution of power with frequency. Therefore, it is important to determine the suitability of the available spectral estimation methods for the EEG signals. EEG power spectra were obtained by using different AR methods. Then EEG spectra were used to analyze and characterize epileptiform discharges in the form of 3-Hz spike and wave complexes in patients with absence seizures. PSDs of EEG signals for healthy and unhealthy (epileptic patient) subjects are presented in Figs. 3 and 4, respectively.

In Fig. 3, power spectrums of an EEG signal taken from a healthy person are given. If these spectrums are examined visually, delta activity, alpha activity, and beta activity can be seen easily. These results are true because it is a normal EEG signal. Fig. 4 shows power spectrum of an EEG signal taken from an unhealthy person. If these frequency spectrums are examined, it is seen that there are peaks at low frequency range. Since the signal is taken from an epileptic patient, the results fit with the typical characteristics of epilepsy.

In AR parametric methods, model for the signal generation can be constructed with a number of parameters that can be estimated from the observed data. From the model and the estimated parameters, PSD can be computed. AR PSD estimation methods may model spectra with narrow peaks by placing zeroes of the A-polynomial close to the unit circle. The estimation of parameters in the AR signal models is a well-established topic; the estimates are found by solving linear equations of the system. Since the estimated parameters differ according to the estimation methods, the estimated PSDs become different. The estimated EEG spectra were then used to compare the applied AR spectral estimation methods in terms of their frequency resolution and the effects in determination of epileptic seizure. However, from Fig. 3, it is seen that the PSD estimations of healthy subject obtained by different AR spectral estimation methods produce similar spectral characteristics with nearly identical peak frequencies. From Fig. 4, it is apparent that the PSD estimations of unhealthy subject (epileptic patient) obtained by different AR spectral estimation methods differ slightly from each other. If we compare the PSDs of
healthy and unhealthy subjects, it can be seen easily that, the PSDs of healthy subjects contain delta, alpha and beta activity; but PSDs of unhealthy subject’s shows typical characteristics of epileptic seizure (low frequency component).

The AR spectral estimation methods were compared with the use of statistical tools such as correlation coefficients ($r$). The correlation coefficients between the AR spectral estimation methods were calculated with a statistical package (SPSS version 10.0). EEG PSD values were used for the calculation of the correlation coefficients. The correlation coefficient is limited with the range $[-1, 1]$. When $r = 1$ there is a perfect positive linear correlation between the two methods’ PSD values, which means that they vary by the same amount. When $r = -1$ there is a perfectly linear negative correlation between the two methods’
Fig. 4. PSDs of EEG signal taken from unhealthy subjects (epileptic patients): (a) Yule-Walker AR; (b) covariance AR; (c) modified covariance AR; (d) Burg AR; (e) least squares AR; (f) MLE AR methods.

PSD values, that means they vary in opposite ways (when one of the method’s PSD values increase, the other method’s PSD values decrease by the same amount). When \( r = 0 \) there is no correlation between the two methods’ PSD values (the values are called uncorrelated). Intermediate values describe partial correlations. The correlation coefficients between AR parametric methods were calculated from EEG PSD values of healthy and unhealthy (petit mal) subjects. The calculated \( r \) values for healthy subject are varying in the range \([0.991, 0.994]\) and show that there are perfect positive linear correlations among the PSD values. The calculated \( r \) values for unhealthy subject are varying in the range \([0.992, 0.996]\) and indicate that there are perfect positive linear correlations among the PSD values. According to these correlation values, there is a perfect positive linear correlation between PSD values of AR parametric methods. However, from Figs. 3 and 4, it is apparent that the AR
methods’ EEG PSDs are similar to each other. In this situation, it is difficult to compare the AR spectral estimation methods’ peak frequencies and power levels of the EEG PSDs for healthy subjects and unhealthy subjects (epileptic patients).

Estimation accuracy is often measured with the help of CRB, which is computed for the variance of parameter estimates. The performance comparisons of the AR spectral estimation methods were performed by using CRB and the optimal AR spectral estimation method was selected for the EEG signals. CRBs for the AR parameters were derived with the use of the Fisher information matrix [10].

The estimated AR parameter values of the EEG signals, which were obtained by different AR spectral estimation methods, for healthy subjects and unhealthy subjects (epileptic patients) are given in Tables 1 and 2, respectively. These parameters are the mean estimated parameters of the whole data set. The variance of the estimated AR parameters of the EEG signals was computed by using the derived CRB expressions. The CRBs of the estimated AR parameters of the EEG signals, which were obtained by different AR spectral estimation methods, for healthy subject and unhealthy subject (epileptic patient) are given in Tables 3 and 4, respectively. These CRBs of the estimated parameters are also the mean of the whole estimated data set. From Table 3, it is seen that the CRB values of all AR parameters, which are obtained by the MLE AR spectral estimation method are the lowest for healthy subject’s EEG signals. From Table 4, it is seen that the CRB values of all AR parameters, which are obtained by the MLE AR spectral estimation method are the lowest for unhealthy subject’s EEG signals.

### Table 1
Mean of the estimated AR parameter values of EEG signals obtained by different AR spectral estimation methods for healthy subjects

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Estimated values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yule-Walker AR</td>
</tr>
<tr>
<td>(a(1))</td>
<td>-2.0170</td>
</tr>
<tr>
<td>(a(2))</td>
<td>1.4755</td>
</tr>
<tr>
<td>(a(3))</td>
<td>-0.4148</td>
</tr>
<tr>
<td>(a(4))</td>
<td>-0.2744</td>
</tr>
<tr>
<td>(a(5))</td>
<td>0.7928</td>
</tr>
<tr>
<td>(a(6))</td>
<td>-0.6861</td>
</tr>
<tr>
<td>(a(7))</td>
<td>-0.4485</td>
</tr>
<tr>
<td>(a(8))</td>
<td>1.6007</td>
</tr>
<tr>
<td>(a(9))</td>
<td>-1.6372</td>
</tr>
<tr>
<td>(\sigma^2)</td>
<td>3.1719</td>
</tr>
</tbody>
</table>

### Table 2
Mean of the estimated AR parameter values of EEG signals obtained by different AR spectral estimation methods for unhealthy subjects (epileptic patients)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Estimated values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yule-Walker AR</td>
</tr>
<tr>
<td>(a(1))</td>
<td>-1.5863</td>
</tr>
<tr>
<td>(a(2))</td>
<td>0.5187</td>
</tr>
<tr>
<td>(a(3))</td>
<td>-0.0640</td>
</tr>
<tr>
<td>(a(4))</td>
<td>-0.0551</td>
</tr>
<tr>
<td>(a(5))</td>
<td>0.1825</td>
</tr>
<tr>
<td>(a(6))</td>
<td>-0.0104</td>
</tr>
<tr>
<td>(a(7))</td>
<td>0.3461</td>
</tr>
<tr>
<td>(a(8))</td>
<td>-0.2676</td>
</tr>
<tr>
<td>(a(9))</td>
<td>-0.1223</td>
</tr>
<tr>
<td>(\sigma^2)</td>
<td>4.1723</td>
</tr>
</tbody>
</table>

4. Conclusion

Careful analyses of the EEG records can provide valuable insight and improved understanding of the mechanisms causing epileptic disorders. The detection of epileptiform discharges in the EEG is an important component in the diagnosis of epilepsy. It is important to determine the optimal spectral estimation method for the EEG signals, since clinically useful information can be extracted from EEG power spectrum. Spectral analysis of the EEG signals was performed using AR methods. The parameters of the AR methods were estimated by estimation methods such as Yule-Walker, covariance, modified covariance, Burg, least squares, and MLE. Interpretation and performance of these estimation methods were compared in terms of their frequency resolution and the effects in epileptic disorders.

| Mean of the estimated AR parameter values of EEG signals obtained by different AR spectral estimation methods for healthy subjects (epileptic patients).
| Mean of the estimated AR parameter values of EEG signals obtained by different AR spectral estimation methods for unhealthy subjects (epileptic patients).
seizure detection. The variance of the estimated AR parameters of the EEG signals was computed using the derived CRB expressions. According to the computed CRB values, the performances of the AR spectral estimation methods were evaluated and the MLE AR method was selected as the optimal AR spectral estimation method for the EEG signals. In conclusion, it should be emphasized that the performance characteristics of the MLE AR method had been found extremely valuable for the use in epileptic seizure detection.
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